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Abstract: We calculate the reaction rate constant of the rearrangement oftrans-Rh(PH3)2Cl(η2-CH4) to Rh(PH3)2-
ClH(CH3), in which the C-H bond of methane is activated, Rh(I) is oxidized to Rh(III), and methane is cleaved.
Quantum zero point energy is included in 39 vibrational modes, excited vibrational states are also quantized, and
quantum mechanical tunneling contributions are included by the multidimensional small-curvature tunneling
approximation. Born-Oppenheimer potential energies, reaction-path geometries, and vibrational frequencies needed
for the rate calculations are obtained from density functional theory using the direct dynamics approach. At 200 K
the rate constant calculated with quantum effects is 194 times larger than the rate constant calculated using classical
mechanics to describe the atomic motion. Including quantized vibrational energies but not tunneling reduces this
discrepancy to a factor of 3.4. These factors are increased to 2770 and 11 at 150 K and decreased to 20 to 1.67 at
300 K. Thus the effect of quantizing vibrations is greater than 1 order of magnitude over this entire temperature
range.

1. Introduction

Catalytic cycles involving the oxidation and reduction of
transition-metal complexes can be used for selective function-
alization of hydrocarbons through C-H bond activation.1 Due
to the fundamental economic importance of such processes,
substantial experimental1-12 and theoretical13-20 effort has been
put into understanding them. It has been found that iridium(I)

and rhodium(I) complexes are the most useful for activation of
C-H bonds.
In this work, we studied the reaction path for a unimolecular

rearrangement, shown in Scheme 1, involving the oxidative
cleavage of methane, initially in aη2 adduct of a Rh complex.
The analogous reaction in which PH3 is replaced by P(CH3)3
and CH4 is replaced by a more general alkane is a part of the
complete catalytic cycle for C-H bond functionalization
developed by Sakakura and Tanaka.8

Previous theoretical studies of the reaction path for such
oxidative cleavage reactions have been very informative. Koga
and Morokuma15 performed electronic structure calculations on
a rhodium-based C-H activation reaction, and they found that
the reaction proceeds through a bifurcatedη2 complex like1,
in agreement with the experimental suggestion of Periana and
Bergman.7 Later, Blomberget al.16 performed calculations for
the oxidative addition reactions between methane and the whole
sequence of second row transition metal atoms from yttrium to
palladium. For the rhodium system they found that the same
η2 complex is less stabilized and the reaction is more endot-
hermic. Marglet al.19 also calculated the stationary points
(reactantη2 adduct, transition state, and product hydridoalkyl-
rhodium complex) of interest here and obtained an energy of
reaction intermediate between the two values of the earlier
works. Although the precise energetic parameters are strongly
dependent of the level of calculation, the insight one can obtain
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into the dynamics need not be so limited. Marglet al.19 also
reported dynamics simulations based on classical mechanics21

for the atomic motions, and the goal of the present work is to
elucidate the role of quantum effects in the dynamics.
The validity of the dynamical conclusions about a chemical

reaction depends on the method used to simulate the dynamics.
The model reaction studied here has 45 degrees of freedom,
and like Marglet al.,19 we use the direct dynamics approach,21-24

in which the dynamics calculations are based directly on
electronic structure calculations of the energy and energy
derivatives without the intermediacy of an analytic potential
energy function or force field. In the present work we use a
reaction-path direct dynamics method in which electronic
structure calculations are required only in the region of the
configuration space lying along the reaction path. In particular,
we calculate the minimum energy path25 (MEP) for the
rearrangement of Scheme 1 and the reaction valley formed by
the motions orthogonal to the reaction path. This data is used
to calculate the reaction rate both classically and also with
inclusion of quantum effects.

2. Theory

All coordinates are scaled by (mA/µ)1/2, wheremA is the mass
of the atom to which a given coordinate corresponds, andµ is
1 amu, because, as is well-known,26 this simplifies the inter-
pretation of vibrational motions. The reaction coordinates is
defined as the signed distance along the MEP, through mass-
scaled coordinates, and the generalized normal-mode coordinates
at a given point along the MEP27 are denotedQm(s), wherem
) 1, 2, ..., 3N- 7, andN is the number of atoms. The momenta
conjugates tos andQm(s) are denotedPs andPm, respectively.
The leading terms in the Hamiltonian in the vicinity if the MEP
are28

whereVMEP(s) is the Born-Oppenheimer potential energy along
the MEP, BmF is the reaction-path curvature in modem,
ωm(s) is a generalized normal-mode vibrational frequency, and
Trot(Jcl,s) is the rotational kinetic energy for angular momentum
Jcl. The total reaction-path curvature is

Using eq 1, we calculated rate constants by variational
transition state theory, in particular canonical variational theory,
by finding the maximum free energy of activation as a function
of s.27 This corresponds to calculating the one-way flux through
the variationally optimized dynamical bottleneck. Quantum
effects on reaction coordinate motion are included by the
multidimensional small-curvature tunneling approximation,
which takes into account corner-cutting of the tunneling path
through vibrational degrees of freedom with nonzero curvature
coupling,BmF(s), to the reaction coordinate.24 These dynamical
treatments have been validated against complete quantum
dynamics calculations in earlier work.29

We distinguish three levels for including (or neglecting)
quantum effects:
(1) classical: Vibration is treated classically, and tunneling

is neglected.
(2) hybrid: Vibration is treated quantum mechanically, but

tunneling is still neglected.
(3) quantal: Vibration is treated quantum mechanically, and

tunneling is included.

3. Computational Details

Although Marglet al.19 calculated for this system that the conforma-
tion of the adduct with phosphine groupscis to each other is more
stable than thetransone, we carried out rate calculations for thetrans
conformation because it is closer to the experimental situation.
Geometries, energies, and first and second energy derivatives were

calculated by density functional theory (DFT)30 using the GAUSSIAN
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the B3LYP method,32which is based on Becke’s three-parameter hybrid
method33 for combining Hartee-Fock exchange with a local-density-
approximation exchange-correlation functional,34Becke’s 1988 gradient-
corrected exchange functional (B88),35 and the gradient-corrected
correlation functional of Lee, Yang, and Parr.36 Dynamics calculations
were carried out by a dual-level37-39 scheme. For the low level, we
use the LANL2DZ basis set, which involves a valence double-ú basis40

on C and H and the Los Alamos effective core potential (ECP) with a
double-ú basis41 for P, Cl, and Rh. For the higher level we used a
larger basis set, namely, 3-21G(d,p)42 for rhodium and 6-311G(d,p)43

for the rest of atoms, which yields 192 basis functions.

We initiated the reaction path by following the imaginary-frequency
mode of the saddle point in both downhill directions toward reactants
and products, and we propagated it using the method of Gonzalez and
Schlegel,44 with a step size of 0.05 Å, out to a distance of 0.80 Å on
both sides of the saddle point. In this process one must be careful that
the electronic structure algorithms do not reorient the molecule. The
frequenciesωm(s) and reaction-path curvature components were
computed at a total of 19 geometries along the reaction path.
Frequencies at nonstationary points were computed by the usual method
of projecting out the local rectilinear reaction-coordinate motion.28a,d,e,g

The information between the points ats ) -0.80 Å and reactants
(estimated to be located ats) -2.7 Å) ands) 0.80 Å and products
(estimated to be located ats) 1.9 Å) was interpolated by using third-
order Lagrangian interpolation. The same procedure was used for
interpolating the information between two consecutive points along the
reaction path. We checked that adiabatic and diabatic interpolation of
frequencies at narrowly avoided crossings give essentially the same
rate constants.

The energy along the reaction path was corrected using the single-
point energies calculated for the stationary points with the larger basis,
according to the procedure described elsewhere37 for unimolecular
reactions.

As a consequence of the flatness of the potential energy surface, a
tight convergence criterion and a certain amount of manual geometry
perturbation in modes with negative force constants were required to
converge to the correct structures. The nature of all stationary points
was verified by Hessian analysis, which showed 3N- 6 real frequencies
for minima and 3N - 7 real frequencies and one imaginary frequency
for the saddle point. The low values of some of the vibrational
frequencies quantify the flatness of the potential energy surface with
respect to some of the internal motions in the reactant, saddle point,
and product. (This is the first time that such vibrational analysis and
stationary point classification has been carried out for this large, floppy
system.)

Rate constants were calculated as explained in Section 2. Temper-
ature-dependent Arrhenius activation energies were calculated from the
rate constants as local slopes of conventional Arrhenius plots. All
dynamics calculations were carried out with the general polyatomic
rate constant code POLYRATE.45

4. Results and Discussion

4.1. Stationary Points. Since saddle points may be
particularly sensitive to the treatment of electron exchange,46

we optimized the stationary point geometries with three different
exchange functionals, namely B3,32,33B88,35 and Becke’s half-
and-half method47 (BHH), which is a 50:50 hybrid of B88 and
Hartree-Fock exchange. Figure 1 shows the optimized geom-
etries of the stationary points and the educts at the three levels
of calculation: B3LYP, B88LYP, and BHHLYP. In general,
the three levels yield similar geometries, with very small
differences in distances and angles, and they agree with earlier
theoretical geometries optimized using different levels and basis
sets.15,16,19 The similarities of results with different levels
confirms that the B3LYP/LANL2DZ level is reasonable for
geometries. At this level, theη2 complex has a Rh-C distance
of 2.55 Å, and the C-H bonds directly involved in complexation
and the Rh-Cl bond have the largest variations (0.02 Å) from
the educts. The other bond lengths and bond angles are very
close to those of the educts. The C-Rh-Cl bond angle is
linear.
At the transition state one of the H-Rh distances has

decreased from 2.12-2.16 to 1.56-1.60 Å, while the other one
has increased from 2.12-2.16 to 2.45-2.49 Å. The transition
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Figure 1. Optimized geometries (in angstroms and degrees) for the
three stationary points and the educts. For each bond distance or angle,
the first row corresponds to the B3LYP level, the second to the B88LYP
level, and the third to the BHHLYP level. All these calculations used
the LANL2DZ basis set.
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structure is a three-centered (C-H-Rh) structure, where the
length of the bond that is broken (C-H) is increased by about
40% from 1.11-1.12 to 1.52-1.57 Å, and the lengths of the
bonds that are formed (Rh-H and Rh-C) are elongated by only
3% and 5%, respectively, with respect to their values in the
product. Since the reaction is endothermic (see below), this is
the behavior expected according to the Hammond postulate,48

with the saddle point being closer to products than to reactants.
This is also in agreement with our estimated mass-scaled
distances along the reaction path between the saddle point and
reactants (2.7 Å) and saddle point and products (1.9 Å). The
saddle point has an imaginary frequency of 808i cm-1. This
value is related to the mass-scaled width of the potential energy
barrier along the MEP and, therefore, to the magnitude of the
tunneling effect.
The five lowest harmonic frequencies for each stationary point

are given in Table 1 to illustrate the smallness of the low
frequencies associated with bending and torsion motions and
hence the flat character of the potential energy surface. The
energy and enthalpy changes (reaction and activation) along the
reaction path are also presented in Table 1. The energies are
similar to earlier15,16,19theoretical results.
4.2. Reaction Path and Reaction Valley.The main focus

of the present work is the analysis of the reaction path, reaction
valley, and dynamics.
Figure 2 shows the making and breaking bond distances,

R(Rh-H) andR(C-H), as functions of the reaction coordinate,
s. As the reaction proceeds, the breaking C-H bond remains
practically constant until about 0.4 Å before the saddle point,
where it begins to change linearly. The change in the forming
Rh-H bond proceeds more gently, and it is almost complete
by about 0.1 Å after the saddle point. Thus the concerted
portion of the reaction path is only about 0.5 Å wide.
The reaction path curvature,κ(s) in eq 2, is shown as a

function of s in Figure 3. There are two significant peaks in
the entrance channel and one in the exit channel. The former
are due to strong coupling between the CH4 bending modes
(peak ats≈ -0.5 Å) and the reaction coordinate and between
the stretching mode of the breaking C-H bond and the reaction
coordinate (peak ats≈ -0.4 Å). In fact, the curvature in the
breaking C-H bond coordinate ats≈ -0.4 Å was also seen in
Figure 2. Since it has been shown that peaks in the curvature

coupling correlate with energy transfer between the reaction
coordinate and transverse motions,28b,49this peak shows where
energy can flow nonadiabatically from the CH4 bending modes
into the reaction coordinate, and thus the present calculations
predict that vibrational excitation of CH4 bending modes and
C-H stretches can increase the rate constant. The peak in the
exit channel is due to strong coupling between the C-H stretch,
CH3 bending, and the reaction coordinate. Therefore, we predict
that the CH3 bending modes will be excited in the nascent
product.
Some of the 38 vibrational frequencies along the MEP are

shown in Figure 4. The degrees of freedom can be separated
into two types: spectator modes and modes involving making
and breaking bonds. The spectator modes are those basically
unchanged in going from reactants to the transition state, and
they are related to motions which are not directly involved in
the reaction. Examples are the two C-H stretching modes not
directly involved in the reaction, the six P-H stretching modes,
and the PH3 bending modes. The lowest-frequency modes, not
plotted in Figure 5, correspond to bending motions and torsions
associated with to the relative motions of methane and Rh(PH3)2-
Cl. These modes are related to the weak interaction that binds
the complex and hence are low-frequency modes. Two modes
are directly involved in the hydrogen transfer and correspond
to a C-H stretching mode at the reactant complex (2684 cm-1),
and the Rh-H stretch mode (2204 cm-1) at the product. The
frequencies of these modes show an avoided crossing (1:1
resonance) at abouts≈ -0.5 Å and show the largest variations
along the reaction path.
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Table 1. Five Lowest Vibrational Frequencies and Relative Molar
Energies and Enthalpies of Stationary Pointsa,b

ωm (cm-1) ∆E (kcal) ∆H0
0 (kcal)

eductsb 73, 73, 80, 111, 122 15.1c 13.9
reactant 65, 89, 93, 108, 110 0.0 0.0
saddle point 78, 97, 103, 111, 121 8.8d 6.9
product 43, 86, 90, 98, 106 4.7e 3.5

a ∆E is the Born-Oppenheimer energy difference;∆H0
0 is the

enthalpy change, including zero point energy, at 0 K.∆H0
0 for the

saddle point is actually the enthalpy of activation, i.e., the imaginary-
frequency mode is omitted.b There are three candidates for the ground
state of the Rh(PH3)2Cl educt: closed-shell singlet, (a2)2 (b1)2 (b2)2 (1a1)2,
1A1; open-shell singlet, (a2)2 (b1)2 (b2)2 (1a1)1 (2a1)1, 1A1; and open-
shell triplet, (a2)2 (b1)2 (b2)2 (1a1)1 (2a1)1, 3A1. Koga and Morokuma15
and Blomberget al.16 calculated that the triplet is the ground state, but
Margl et al.19 found the closed-shell singlet to be of lowest energy.
With the smaller basis, we performed a comparison between the closed-
shell singlet and the open-shell triplet and found the triplet to be lower
in energy but by only 0.75 kcal mol-1. Since the splitting between the
singlet and the triplet state is very small, the order of stability depends
on the level of calculation. However, since the reaction path follows a
closed-shell singlet route, we consider only the singlet state here and
in the rest of the paper.c Previous values15,16,19are 12-18. d Previous
values15,16,19are 3-10. ePrevious values15,16,19are-7 to +2.

Figure 2. Bond distances between Rh and the cleaved H (solid curve)
and between C and the bridging H that is retained by the methyl group
(dashed curve) as functions of the reaction coordinate,s. Note thats)
0 corresponds to the saddle point.

Figure 3. Curvature of the reaction path as a function of the reaction
coordinate.
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The potential energy along the MEP, the change in local zero
point energy of transverse modes,∆ε0(s), and the relative
ground-state vibrationally adiabatic curve,∆VaG, are plotted as
functions ofs in Figure 5. The latter curve is defined by

and it is important for two reasons. First, it provides the
effective potential for tunneling,25a,b,50and, second, except for
an additive constant, it is the same as the free energy of
activation profile at 0 K and similar to and illustrative of the
finite-temperature free energy of activation profiles.51 The∆VaG
profile is somewhat flatter near the top than theVMEP profile,
and the maximum is slightly shifted tos ) -0.02 Å. The

barrier heights of theVMEP and∆VaG curves are, respectively,
8.8 and 6.9 kcal/mol relative to their respective values at1.

4.3. Rate Constant Calculations.Table 2 lists the calcu-
lated rate constants for the temperature range 150-300 K. For
perspective we note that the typical temperature for the
experiments of ref 7 was 213 K, near the center of our range.

The quantal and classical descriptions of the system yield
very different vibrational contributions to the rate constant,
especially for the higher-frequency modes. In the absence of
frequency changes along the reaction path, neglecting the
quantization of vibrational energy at the reactant would cancel
the effect of such neglect at the dynamical bottleneck. However,
even though we are studying an intramolecular rearrangement,
the present calculations show a significant change in the
vibrational frequencies along the reaction path. The change in
the frequencies along the reaction path leads to very different
results for the classical and hybrid rate calculations. Thus, the
classical description underestimates the hybrid rate constants
by factors ranging from 260 to 12 over the temperature range
from 150 to 300 K. These results show that classical mechanical
simulation of the type now becoming very popular21,52are not
suitable for studying this problem. The classical calculations
lead to an essentially linear Arrhenius plot over the whole
temperature range under study with an activation energy,Ea,
of 8.8 kcal/mol.

Tunneling effects are very significant, increasing the rate
constant by a factor of 1.8 at 300 K, 4.3 at 200 K, and 17 at
150 K. Oxidative coordination reactions of CH4 have been
observed at temperatures as low as 12 K,3b and quantum effects
are expected to be even larger under such conditions. At 200
K, the most probable tunneling energy53 is 0.51 kcal/mol below
the top of the ground-state vibrationally adiabatic barrier; at
this energy the tunneling path extends froms) -0.17 Å tos
) +0.15 Å. The dominant curvature couplings occur both
before and after this range (see Figure 3), and so curvature
effects on the magnitude of the tunneling contribution turn out
to be important only in a quantitative sense, but do not change
the results qualitatively. Thus, at 200 K, corner cutting effects
increase the tunneling rate by only 16% as compared to
tunneling along the MEP. Nevertheless, these effects are fully
included in the quantal results of Table 2.

An important qualitative feature in systems dominated by
tunneling processes is that they often show a temperature-

(50) Skodje, R. T.; Truhlar, D. G.; Garrett, B. C.J. Chem. Phys.1982,
77, 5955 and references therein.

(51) Garrett, B. C.; Truhlar, D. G.J. Am. Chem. Soc.1979, 101, 4534.

(52) (a) Nagaoka, M.; Okuko, Y.; Yamabe, T.J. Phys. Chem.1994, 98,
12506. (b) Meier, R. J.; van Doremaele, G. H. J.; Iarlori, S.; Buda, F.J.
Am. Chem. Soc.1994, 116, 7274. (c) van Doremaele, G. H. J.; Meier, R.
J.; Iarlori, S.; Buda, F.J. Mol. Struct. (THEOCHEM)1996, 363, 269. (d)
For a recent review of classical trajectory methods, including quasiclassical
corrections, see: Sewell, T. D.; Thompson, D. L.Int. J. Mod. Phys. B1997,
11, 1067.

(53) Kim, Y.; Truhlar, D. G.; Kreevoy, M. M.J. Am. Chem. Soc.1991,
113, 7837.

Figure 4. Vibrational frequencies in the interval 500-2500 cm-1

plotted versus the reaction coordinate.

Figure 5. Born-Oppenheimer potential energy relative to reactants
(VMEP), total zero-point energy relative to reactants (∆ε0), and vibra-
tionally adiabatic potential energy curve relative to reactants (∆VaG)
as functions ofs. The structures at three points along the MEP (s )
-0.8, 0.0, and+0.8 Å) are illustrated above the plot.

∆Va
G(s) ) VMEP(s) + ∆ε0 (s) (3)

Table 2. Calculated Rate Constants (s-1)

T (K) classical hybrid quantal

150 9.66(-1)a 2.51(2) 2.68(3)
175 6.46(1) 7.07(3) 3.72(4)
200 1.51(3) 8.56(4) 2.93(5)
225 1.75(4) 5.92(5) 1.53(6)
250 1.24(5) 2.76(6) 5.89(6)
275 6.17(5) 9.72(6) 1.80(7)
300 2.35(6) 2.77(7) 4.63(7)

a 4.34(3) denotes 4.34× 103.
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dependent Arrhenius activation energy.54 Our results for the
temperature intervals 150-175, 200-225, and 275-300 K are
5.5, 5.9, and 6.2 kcal/mol. The importance of tunneling in this
reaction is responsible not only for this temperature variation
but also for the fact that the activation energies are lower than
both the classical and vibrationally adiabatic barrier heights.
The ArrheniusEa is about 3 kcal/mol below the classical barrier
height. This new information about the temperature dependence
of phenomenological activation energies and their relation to
barrier height should be useful for future attempts to infer barrier
heights from experiment.
There are no experimental data for comparison to the

calculated rate constants, but comparison of absolute rate
constants to experiment is not the point of this study. Rather
we are interested in elucidating the role of quantum effects on
the dynamics and kinetics. Furthermore, if experimental rates
were available, it is unlikely that the absolute rates would be
predicted quantitatively because of the difficulty in predicting
absolute barrier heights by electronic structure theory.13-20,29,46

The conclusion that zero point effects must be added to
molecular dynamics simulation of organometallic reactions was
also pointed out (for a different system) by Marglet al.55

although the effect of quantization does not appear in their
classical treatment21 of the dynamics. In general it is difficult
to add quantization effects to classical simulations of dynamics
because the zero point energy quantization effects must be added
at the dynamical bottleneck,56 but zero point energy placed in
high-frequency modes tends to drain into other motions in a
nonphysical way.57 Furthermore, dynamical bottlenecks occur
at a variety of locations in configuration space.58 Canonical
variational theory provides a reasonable compromise by locating
the bottleneck where it minimizes the reactive flux averaged
over a canonical ensemble.27 Furthermore the incorporation of
vibrational quantization effects in canonical variational theory
is efficient. The other quantum effect included in this work is
tunneling, and this appears to be the first calculation of tunneling
contributions to an organometallic reaction in which all degrees
of freedom are included. Accurate quantal dynamics calcula-
tions confirm the essential correctness of quantizing vibrational
energies at dynamical bottlenecks and the broadening of
thresholds by tunneling.58k,59

The present study has focused on the rate constant for the

elementary reaction step of Scheme 1. This may or may not
be the analog of the rate-determining step in an overall catalytic
cycle or synthetic procedure, depending upon the system, the
conditions, and the possible presence of trapping agents. It
would of course be interesting to explore the mechanistic issue
of when this is a rate-determining step, but that is beyond our
scope.
The present calculations could be improved in various ways.

For example, we could improve our description of the reaction
path and reaction path curvature using smaller step sizes in the
reaction path propagation, we could compute vibrational
frequencies at the stationary points with the larger basis set and
interpolate corrections,37,38we could use multireference methods
to treat electron correlation, we could look at the complex
involving P(CH3)3 ligands instead of PH3, we could study longer
alkanes, we could use curvilinear internal coordinates,28h we
could include the effect of anharmonicity, we could explore
whether large-curvature corner cutting23c,e,27b,53increases the
amount of tunneling, and we could model the effects of solvent.
It seems unlikely, however, that any of these improvements
would change our predictions about the coupling of the reaction
coordinate to reactant and product vibrational modes or our
conclusions about the large magnitude of quantum mechanical
zero point and tunneling effects on the rate constant for the
rearrangement.

5. Concluding Remarks

There has been considerable effort directed to modeling C-H
bond activation processes, but two aspects that have not
previously received attention are the roles of vibrations and
quantum effects in the dynamics. In the present paper, by
employing a direct dynamics method, we were able to study
such effects for a 15-atom rearrangement process that serves
as a prototype for C-H bond activation processes catalyzed by
complexes of late transition metals, namelytrans-Rh(PH3)2Cl-
(η2-CH4) f Rh(PH3)2ClH(CH3). We find significant variations
of the vibrational frequencies along the reaction path and large
quantum effects due to both quantization of vibrational energy
(especially zero point energy) and tunneling. For example, at
200 K, these effects enhance the rearrangement by factors of
57 and 3.4, respectively, for an overall speedup of a factor of
194. Even at 300 K the quantum speedup is still large, a factor
of 20. Due to the intrinsic participation of hydrogenic motion
in the reaction path for C-H bond activation reactions, we
anticipate that vibrational quantization effects will generally be
large for this kind of reaction (in both homogeneous and
heterogeneous catalytic systems) and that tunneling will be
important whenever there is an appreciable barrier to reaction.
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